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SUMARIO: 1. DELIMITACION DE LA CUESTION A ANALIZAR. 2. LA
PERICIAL ALGORITMICA. 3. PERICIAL ALGORITMICA,
TRANSPARENCIA Y VALORACION DE LA PRUEBA. 4. A
MODO DE CONCLUSION.

1. DELIMITACION DE LA CUESTION A ANALIZAR

El desarrollo exponencial de la IA, en especial desde la instauracion de
los modelos LLMM, ha acercado el uso de algoritmos para la realizacién de
actividades por parte de los ciudadanos y por parte de los poderes publi-
cos. Y son estos los dos campos de actividad en los que el uso de la IA ha
determinado la necesidad de acudir a la prueba pericial en aquellos proce-
sos en los que se ventilan materias relacionadas con el resultado obtenido
a través del empleo de algoritmos.

En concreto, quiero referirme, de un lado, al uso de IA para la altera-
cién y manipulacién de la realidad, en particular la generacion de deepfakes
dificilmente identificables por las personas si no se cuenta con un anélisis

1.  Esta publicacién es parte del proyecto «Datos personales e informacion en la era
digital: desafios en su obtencién y uso en los procesos judiciales y en los procedimien-
tos sancionadores (DATER)» Ref. PID2022-137826NB-100, financiado por MCIN/
AEI/10.13039/501100011033 /FEDER, UE, y del Proyecto «Justicia sostenible en estado
de mudanza global» (JUSOST) CIPROM 2023-64 GVA.
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técnico o cientifico de un perito; y por otro lado, aquellos casos en los que
se empleen en los procesos algoritmos predictivos, que dan lugar a lo que
podemos denominar como «pericial algoritmica», esto es, los supuestos en
los que el resultado de una actividad algoritmica que aporta una predic-
cién sea objeto de prueba.

En este sentido, no pueden desconocerse las grandes posibilidades que
la IA ha puesto a disposicion de las personas y de las empresas para la alte-
racion de la realidad, tanto de imagenes como de sonidos, generando ver-
daderas «realidades» o, mas correctamente, «apariencias de realidad» que
técnicamente se denominan deepfakes® La dificultad evidente que existe
para identificar estas apariencias de realidad tiene una directa consecuen-
cia para el desarrollo de los procesos, muy en particular para el desenvol-
vimiento del juicio de hecho. Pues, es posible que entre el material factico
que se aporte al proceso, en especial las imagenes y los sonidos, pueda
existir algin elemento que haya sido creado, alterado o convenientemente
magquillado a través del uso de IA, lo que dificulta considerablemente las
posibilidades de percibir o detectar que se haya producido su alteraciéon o
modificacién.

El uso de la IA por los particulares y por los profesionales en el ejercicio
de su actividad pericial estd, sin duda, modificando de manera esencial
la propia naturaleza del juicio sobre la quaestio facti por cuanto esta afec-
tando al propio objeto de la prueba, esto es a los facta probandum, como a
los propios medios de prueba que se articulan para acreditar la realidad
de los hechos alegados. En este sentido, es preciso distinguir dos planos o
elementos a la hora de analizar el papel de la IA, en especial la generativa,
en el seno del juicio de hecho. De un lado, la IA como objeto de la prueba
(pericia sobre un algoritmo), que son aquellos supuestos que en los que la
propia actividad de la IA es el objeto de la prueba, entendida como prueba
sobre prueba para acreditar la validez y autenticidad de la primera activi-
dad desarrollada por la IA.

Y de otro lado, los casos en los que la IA actiia como medio de prue-
ba para emitir una prediccién o explicacion cientifico-técnica sobre algtn
hecho o realidad (pericia mediante algoritmo). Son estos supuestos en

2. Sobre el impacto de los deepfakes en los derechos fundamentales ver JIMENEZ-
CASTELLANOS BALLESTEROS, 1. «La dificil convivencia entre la inteligencia arti-
ficial y los derechos fundamentales: la tecnologia deepfake» en Inteligencia artificial y
proteccién de datos: desafios en la era digital, Febles Pozo y Nieto Rojas (dir.), Colex, A
Corufa, 2025, pags. 151-178.
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los que la intervencion de la IA desempefia una estricta funcién pericial,
aportando los conocimientos cientificos, técnicos o artisticos necesarios
para que el juez pueda decidir sobre algtn aspecto del juicio de hecho.
Es en este caso cuando se puede hablar stricto sensu de prueba pericial
algoritmica®.

2. LA PERICIAL ALGORITMICA

La primera de las dimensiones que es preciso analizar en relacién con
el uso de la IA en los procesos esta vinculada con aquellos supuestos en los
que la inteligencia artificial es usada para dar una prediccién o una explica-
cién sobre un hecho futuro o del pasado que forme parte del objeto factico
del proceso. Es decir, es necesario analizar aquellos casos en los que la IA
se utiliza para dar una opinién cientifica o técnica sobre un hecho pasa-
do explicando o identificando su posible causa*, o sobre un hecho futuro
haciendo una prediccién de su posible evolucion®.

En este caso el uso de la IA se concreta en la aportacién de una predic-
cién sobre las causas que han determinado una situacién o un hecho, o en
la aportacién de una prevision sobre el desarrollo futuro de una situacion

3. Notese que, aunque en principio la distincién entre pericia sobre un algoritmo y peri-
cia mediante un algoritmo parece clara, en la practica se pueden difuminar los contor-
nos en aquellos supuestos en los que la pericia sobre un algoritmo sea realizada por
otro algoritmo. Es decir, en aquellos casos en los que los conocimientos cientificos o
técnicos aportados por la IA se dirijan a acreditar que el modelo de IA previamente
usado se adecua a los estandares y exigencias del Reglamento (UE) sobre IA. Dicho,
en otros términos, hay veces en los que la pericial algoritmica recae sobre el resultado
previo del uso de una IA y en estos casos se difuminan las diferencias, pues en estos
casos lo que se desarrolla es una pericial mediante un algoritmo que tiene por objeto
hacer una pericial sobre un algoritmo, para analizar, auditar o validar los resultados
que se hayan podido obtener a través de ese sistema de inteligencia artificial.

4. Por ejemplo, cuando a través de un analisis de una IA se dé una explicacién sobre la
causa del derrumbe de un edificio o cuando tras el examen de los resultados médicos
de una persona, incluidos en su caso los datos obtenidos en una autopsia, se pueda
identificar o explicar la causa de la muerte del sujeto. También cuando la IA se uti-
lice para un anaélisis de posibles irregularidades o fraudes en la contabilidad de una
empresa mediante «clustering» automatico, esto es, mediante las exigencias de «clus-
ter stability» y de validacién de «clusters» sospechosos.

5. Cuando la IA a la vista de fotos de una grieta en los pilares de un puente pueda
predecir de cara al futuro las posibilidades de colapso de la infraestructura o cuando
en relacién con los resultados de las pruebas médicas de un sujeto pueda predecir el
porcentaje de prevalencia de unas determinadas enfermedades en ese individuo.
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o de una cosa, por ello a la hora de calificar juridicamente la naturaleza de
esta actividad a través de algoritmos se puede hablar de pericial algoritmi-
ca. Pues no debe perderse de vista que en estos supuestos la IA actiia como
si de un perito se tratase aportando los conocimientos cientificos, técnicos
o artisticos necesarios para una adecuada aprehensiéon y conocimiento de
la concreta quaestio facti que se esté dilucidando en el proceso. En este sen-
tido, la intervencion de la IA ha de ser considerada una pericia de opinién
cientifica de pasado o de futuro desde el punto de vista de su naturaleza
juridica.

El hecho de que la pericial algoritmica sea una pericial de opinién cien-
tifica y no una pericial cientificamente objetiva resulta trascendente en
orden a la valoracion de la prueba que haya de realizar el juzgador. Dicho,
en otros términos, la circunstancia de que la pericial desarrollada a través
de un algoritmo deba ser considerada una pericial de opinién cientifica
permite que el juez al valorarla pueda separarse de la conclusién alcan-
zada por la IA, ya sea en la identificacion de la causa de la situacién o del
estado de la cosa en el peritaje de pasado o de la consecuencia o prediccion
en el caso del peritaje de futuro o proyectivo.

La pericial algoritmica en cuanto es una simple opinién cientifica, esto
es una mera pericial deducente, es apreciable y valorable por el juez apli-
cando las reglas de la sana critica. De manera que el libre convencimiento
del juez sera el criterio determinante de la interpretacion y posterior valo-
racion de esta prueba pericial algoritmica.

Por otra parte, no debe tampoco perderse de vista que, dada su natu-
raleza de opinién cientifica, esta pericial que se desarrolla a través del
empleo de la IA puede dar lugar a resultados, informes o dictdmenes, que
sean contradictorios con los que pueda producir otra IA. De forma que
la valoracién de la prueba pericial algoritmica aparece como un elemento
esencial para que el juzgador pueda tomar su decisién sobre el juicio de
hecho respecto de los facta probandum que hayan sido el objeto de la activi-
dad algoritmica®.

6.  Por ejemplo, si un algoritmo establece que la causa de una situacién, un derrumbe de
un edificio, es consecuencia de un defecto de la estructura del inmueble a la vista de las
circunstancias de hecho concurrentes, y, por el contrario, otra IA considera que la causa
del colapso del inmueble se encuentra en un defecto de la planificacion, resulta evidente
que la funcién del juez debe ser establecer a través de la libre valoracion de la prueba
cudl de los dos conclusiones sobre la causa del derrumbe presenta un mayor grado de
credibilidad o verosimilitud para tener por acreditada la causa del derrumbe del edificio.

614



INFORMACION, DATOS Y PERICIAL ALGORITMICA EN LOS PROCESOS

El problema se encuentra sin duda en precisar coémo debe realizarse
esa actividad jurisdiccional de valoracion de la prueba pericial algoritmica
o incluso si es posible llevarla a cabo dadas las limitaciones que existen
en cuanto a la transparencia en el funcionamiento de los instrumentos de
IA’. La respuesta ante este interrogante ha de ser claramente afirmativa.
La actividad pericial llevada a cabo a través de IA o de algoritmos puede,
y debe, ser valorada por los jueces para su uso como medio de prueba en
los procesos, so pena en caso de no hacerlo de incurrir en una aporia como
la siguiente: la IA es tan inteligente que sus predicciones no pueden ser
controladas, ni verificadas, ni siquiera por otra IA.

En este sentido, resulta evidente que el resultado de la actividad desa-
rrollada con un algoritmo tiene que ser sometida a la posibilidad de critica
y no es admisible su aceptacién incondicionada por los jueces.

La razén que explica la necesidad de que los jueces realicen una ade-
cuada valoracién de la prueba pericial algoritmica se encuentra en su
propia naturaleza de pericia de opinion cientifica y en el hecho de que no
pueda ser considerada una pericia cientificamente objetiva®.

7. No solo la falta de transparencia dificulta la valoracién, sino que tampoco lo facilita
la complejidad y sofisticacién de los sistemas de computacién. Al respecto, la com-
plejidad se constata simplemente con tener en cuenta los posibles niveles auténo-
mos de razonamiento juridico de la inteligencia artificial: «Level 0: No Automation for
Al Legal Reasoning. Level 1: Simple Assistance Automation for Al Legal Reasoning. Level
2: Advanced Assistance Automation for Al Legal Reasoning. Level 3: Semi-Autonomous
Automation for Al Legal Reasoning. Level 4: Domain Autonomous for Al Legal Reasoning.
Level 5: Fully Autonomous for Al Legal Reasoning. Level 6: Superhuman Autonomous
for Al Legal Reasoning» (Cfr. ELIOT, L, «Multidimensionality of Legal Singularity:
Parametric Analysis and the Autonomous Levels of Al Legal Reasoning», 2020, pag.
9, https:/ /www.researchgate.net/publication/343848479_Multidimensionality_of_
Legal_Singularity_Parametric_Analysis_and_the_Autonomous_Levels_of_Al_Legal
Reasoning).

8. No se debe perder de vista que en el caso de la pericia cientificamente objetiva el juez
no puede apartarse del contenido del informe por ser el resultado de una actividad o
método cientifico, si no es en los supuestos en los que se acredite la concurrencia de
algtn vicio en el desarrollo de ese procedimiento cientifico. Por el contrario, la pericia
realizada por medio de algoritmos es una pericia de opinién cientifica en la que el
juzgador puede apartarse del resultado y valorar el resultado, en particular cuando
haya resultados contradictorios alcanzados por distintos algoritmos. Y es que no pue-
de perderse de vista que lo transcendente, a los efectos de la valoracién de la prueba
pericial algoritmica, es la prediccién o la explicacién de la causa de una situacion que
realiza el algoritmo y esta actuacion de la IA lleva un elemento nuclear de opinién y
que no es simplemente una prueba cientificamente objetiva.
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El problema que se plantea en orden a una adecuada valoracién de las
pericias realizadas a través de IA se encuentra en la dificultad que van a
encontrar las partes en el proceso y el juzgador para poder conocer los ele-
mentos que han de ser tenidos en cuenta para desarrollar esa valoraciéon en
relacién con el &mbito de las premisas, con el &mbito del método y con el
ambito de las conclusiones®. Es decir, la principal dificultad que se plantea
en relacion con la valoracién de la prueba pericial algoritmica se encuen-
tra en la opacidad, o dicho en sentido negativo la falta de una adecuada
transparencia en relacion con el desarrollo de la actividad algoritmica'®. De
manera que sin la debida transparencia el juez no puede realizar una valo-
racion racional del resultado de la prueba pericial debiendo de hacer un
ejercicio de «credulidad cuasi magica»! respecto del resultado que arroje
el ejercicio de la actividad del algoritmo.

9. «La valoracién de la prueba pericial implica necesariamente dos cosas para el juez: que sea
capaz de identificar las premisas empleadas por el perito para fundamentarla y de entender
las inferencias realizadas a partir de dichas premisas. Si el juez del caso es incapaz de detectar
tales premisas o inferencias, no podrd realizar una valoracion racional de la pericia» (Cfr. JL.
RAMIREZ ORTIZ, «Un cambio de paradigma probatorio: prueba pericial y prueba
cientifica en el Anteproyecto de Ley de Enjuiciamiento Criminal de 2020», en Diario
La Ley, N.° 9901, Seccién Tribuna, 28 de Julio de 2021).

10. En este sentido, es muy importante tener en cuenta que los técnicos y cientificos cuan-
do se acercan a los debates juridicos en torno a las exigencias y posibles mecanismos
para el control del uso de los algoritmos en las decisiones juridicas en la mayoria de
las ocasiones ponen de manifiesto la imposibilidad de conocer las reglas e inferencias
internas que se producen en los sistemas profundos. Al respecto, se puede ver la opi-
nién de J. J. MURILLO FUENTES en su ponencia «Deep learning, Algoritmos y Big
Data en el Uso de la Informacién con Relevancia Penal» en Congreso Internacional sobre
Proceso Penal y limites en el uso de la informacion, celebrado los dias 26 y 27 de noviem-
bre de 2019 en Sevilla (https://uses0-my.sharepoint.com/:b:/g/personal/muri-
llo_us_es/EdQvBFGKgb1PqsrLMAle44kB4MiZrpvwKDCkKRcHf2R55Aw?e=jTR]5j).
Sobre la problematica del control y conocimiento de las operaciones internas llevadas
a cabo por los sistemas de machine learning desde un punto de vista cientifico-técnico
también se puede consultar el trabajo de J. ZERILLI; A. KNOTT; J. MACLAURIN; y
C. GAVAGHAN, «Algorithmic Decision-Making and the Control Problem» en Minds
and Machines (2019) 29, pag: 555-578 (https://link.springer.com/article/10.1007/
511023-019-09513-7).

11.  «El error subjetivo del juzgador puede consistir en la sumisién acritica al parecer del perito o,
en sentido contrario, sustituir el criterio técnico del perito por el subjetivo del juzgador sin una
motivacion suficiente» (Cfr. ABEL LLUCH, «Criterios orientadores de la valoracién de
la prueba pericial», en Peritaje y Prueba Pericial, Pic6 I Junoy [dir.], Bosch, Barcelona,
pag. 211-248).

12.  Como expresamente reconoce el magistrado RAMIREZ ORTIZ «Si el juez del caso es
incapaz de detectar tales premisas o inferencias, no podrd realizar una valoracion racional de
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La cuestion por tanto se ha de concretar en exigir de la prueba pericial
algoritmica que cumpla unos estdndares de transparencia que permitan la
valoracién racional por parte del juez del resultado que arroje la opinién
cientifica o técnica alcanzada por la IA en su labor de tratamiento y com-
putacién de los datos y circunstancias concurrentes en el objeto factico del
procedimiento jurisdiccional.

3. PERICIAL ALGORITMICA, TRANSPARENCIA Y VALORACION
DE LA PRUEBA

Coémo se ha sehalado en el apartado anterior la pericial algoritmica en
cuanto es una pericia de opinion cientifica permite que el resultado al que
se llegue en el desarrollo de su actividad, sea una prediccién de futuro o
sea una hipdtesis sobre la causa de un hecho o de una situacién del pre-
sente, pueda ser objeto de una apreciacion conforme a las reglas de la sana
critica y desarrollar una racional valoracién de la prueba.

Para desarrollar adecuadamente esa racional valoracion y apreciacion
de la prueba el juzgador ha de tener acceso a unos minimos elementos
relativos a las premisas, la metodologia y las conclusiones que existan en la
actividad del algoritmo.

En concreto, del informe o dictamen elaborado por la IA, en particular
cuando es realizado por una IA generativa, deberdn poder desprenderse
los siguientes contenidos:

(i) Enrelacion con el &mbito de las premisas.

La prediccion o explicacion que haya realizado la IA debera reflejar la
situacion factica que concurre en relacién con los hechos para los que sea
preciso aplicar los conocimientos cientificos o técnicos para determinar su
causa o predecir su evolucién futura. Al respecto, en el informe realizado
por el algoritmo debera incluirse de forma expresa la descripcion de los
hechos y las circunstancias que son tenidas en cuenta por la IA para aplicar
los conocimientos especializados, técnicos o cientificos, para alcanzar una

la pericia. A lo sumo, aceptard el resultado de la prueba o lo rechazard, enmascarando su inca-
pacidad mediante el recurso a criterios estdndar deductivos o subjetivos propios de la prueba
testifical (v.gr. sequridad, claridad expositiva, perito oficial vs perito de parte), o a palabras
rituales cuya mera enunciacion parece bastar para satisfacer las exigencias de la l6gica, la
ciencia y la experiencia» (Cfr. op.cit).
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concreta conclusiéon sobre la causa o la posible evolucién de una situacion
o hecho®.

Para tener claro el alcance y contenido de todas las premisas que con-
curren en el ejercicio de la actividad pericial por parte de la IA es necesario
que en el informe o dictamen en el que se contenga la prediccién o explica-
cién realizada con el algoritmo se incluyan de forma expresa los datos de
entrada que se han introducido en el sistema de IA™.

Al respecto, se pueden distinguir dos grandes elementos a través de
los cuales se estructuran los datos de entrada suministrados al algoritmo:
de una parte, los prompts u 6rdenes que se dan a la IA, en especial a las
generativas, en las que se delimita y configura lo que se pretende de la
actividad del sistema algoritmico'>; y de otra parte, el propio contenido de
entrada que se suministra al sistema de IA, que contiene todas las circuns-
tancias concurrentes en las personas y las cosas de la situacion respecto de
la que se pretenda obtener una prediccion de futuro o una explicacién de
pasado.

El conocimiento del juez acerca de los concretos prompts que se han
suministrado a la IA resulta un elemento esencial para poder realizar una

13. En este sentido, puede concretarse atin mas esta exigencia de incluir informacién deta-
llada de las circunstancias concurrentes en relacién con la situacién, hecho o cosa que
sea objeto de la pericia. Asi, continuando con el ejemplo que estamos manejando a lo
largo del trabajo, si la pericia versa sobre la determinacién de la causa del derrumbe
de un edificio sera necesario que en el informe realizado por la IA se identifiquen de
forma clara y minuciosa que, por ejemplo, en el inmueble existian unas determina-
das grietas en las columnas de la estructura, sefialando la longitud, la anchura, etc.
Ademas, si se dispusiese de datos relativos a la composicion del hormigén y cualquier
otra circunstancia que resulte relevante para ser tenido en cuenta a la hora de esta-
blecer la posible causa del colapso del edificio también debera aparecer el informe de
la IA para que el juzgador pueda racionalmente apreciarlo y valorarlo, en particular
en aquellos casos en los que puedan existir dos pericias algoritmicas con resultados
incompatibles o diversos en la determinacién de la causa de la situacion provocada.

14. Respecto al papel de los datos de entrada en los sistemas algoritmicos usados en la
justicia ver, entre otros, MJ. ARIZA COLMENARE]JO «Fuentes de datos al servicio
de sistemas de inteligencia artificial dirigidos a la toma de decisiones judiciales» en
Inteligencia artificial y proceso penal: un reto para la Justicia, Castillejo Manzanares y
Noya Ferreiro (dir.), Aranzadi, Cizur Menor, 2023, pag. 15-42.

15.  Un prompt es una instruccién, pregunta o texto que se utiliza para interactuar con
sistemas de inteligencia artificial. En este sentido, podria decirse que es similar a
un comando u orden con la que se pide al sistema que realice una concreta tarea o
actividad.
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adecuada valoracién de la prueba, ya que le permitird delimitar adecua-
damente el &mbito de las premisas en la prueba pericial algoritmica. Y es
que los prompts u 6rdenes que se le hayan dado a la IA para encauzar o
dirigir su actividad pueden poner de manifiesto eventuales sesgos'¢, con-
dicionamientos o limitaciones en cuanto a la informacién que maneje la
IA en su actuacién que afecten directamente a las conclusiones que pueda
haber alcanzado el sistema algoritmico y que en consecuencia determinen
una reduccién de valor probatorio o incluso una pérdida total del mismo.

En particular a la hora de reflejar en el informe de la pericial algoritmi-
ca los prompts utilizados resulta muy importante indicar el rol que se le
asigna a la IA para el ejercicio de la actividad pericial’.

La importancia de indicar exhaustivamente los prompts utilizados
para la valoracion de esta clase de pruebas se encuentra en que un prompt
bien formulado determina directamente la generacién de una respuesta
adecuada por parte de la IA, dejando a salvo claro esta los supuestos de

16. LLANO ALONSO afirma que «la premisa de la que debemos partir al referirnos a las posi-
bles consecuencias discriminatorias derivadas de la presencia de sesgos en los algoritmos es
que ni éstos son causados ex nihilo por las mdquinas, ni tienen voluntad propia, sino que en
realidad son el producto del disefio humano y que, por tanto, también tienen origen humano.
En otras palabras: somos las personas quienes, de manera consciente o inconsciente, poseemos
prejuicios y tenenos una vision sesgada de la realidad que al final termina proyectindose en el
disefio y despliegue de los algoritmos» (Cfr. E. LLANO ALONSO, Homo ex machina: ética
de la inteligencia artificial y Derecho Digital ante el horizonte de la singularidad tecnolégica,
Tirant lo Blanch, Valencia, 2024, pag. 207). De ahi que resulte tan ttil el conocimien-
to de los prompts que se hayan usado al solicitar la actividad pericial por parte del
sistema algoritmico, para identificar y apreciar la existencia de eventuales sesgos o
datos sesgados que se suministren a la IA, que puedan determinar unas predicciones,
explicaciones o conclusiones igualmente sesgadas como resultados de la actividad del
algoritmo en el caso concreto.

17.  De manera que si lo que se esta intentando es que la IA determine la causa de un
derrumbe de un edificio serd muy relevante para la valoracion de la prueba que el
juez pueda saber si el rol que se le ha asignado a la IA ha sido el de un ingeniero o el
de un arquitecto atendiendo a la concreta formulacién del prompt en el que se haya
definido el papel de la IA en relacién con lo que se le pida. Pues, no hay duda de
que el rol que se haya asignado a la actuaciéon de la IA puede ser un elemento para
valorar el resultado de la prueba desde el punto de vista de la cualificacién del perito,
elemento de valoracién que como es sabido constituye uno de los criterios esenciales
para graduar el valor probatorio de la prueba pericial, en especial en los casos en los
que haya varias pericias con resultados contradictorios o diferentes en relacién a unos
mismos hechos (por ejemplo, en un caso de una agresion sexual resulta evidente que
el examen de la mujer que haya sido victima de la agresién no tendra el mismo valor
si es realizado por un ginecélogo o si es realizado por un médico de familia).
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alucinaciones cada vez més infrecuentes. Por el contrario, un prompt mal
o inadecuadamente planteado puede producir resultados no deseados,
erroneos, sesgados o no completos. De ahi que se haya creado una rama
del conocimiento el prompt engineering'® que se dedica a estudiar y analizar
el proceso de disefio y elaboracién de prompts para la consecucién y la
realizacion de tareas especificas y concretas a través de IA. En este sentido,
resulta esencial conocer y aplicar el prompt engineering para poder entender
y valorar adecuadamente la precisién y la fiabilidad de los resultados de
la TA atendiendo a los prompts que haya determinado el marco dentro del
cual el algoritmo ha desarrollado su actividad .

En segundo lugar, junto a los prompts, es necesario que en el informe
pericial realizado por la IA se incluya todo el contenido de entrada que se
le haya suministrado al algoritmo para fijar las circunstancias concurrentes
en la situacioén de hecho, cosa o persona que va a ser objeto de la aplicacion
de los conocimientos cientificos o técnicos por parte de la IA en el desarro-
llo de su actividad pericial de predicciéon de futuro o de explicacién de las
causas de una situacién pasada.

Esta necesidad de incluir los datos de entrada que sirvan para encua-
drar adecuada y particularmente el objeto de la actividad pericial desarro-
llada por un algoritmo resulta crucial para poder contar con un detallado
conocimiento de las premisas que condicionan el desarrollo de la actuacién
pericial.

No se debe perder de vista que los tribunales sintetizan los factores de
ponderacién y valoracion de la prueba pericial sehalando que son: «A) La
cualificacion del perito, y, por lo tanto, su especializacién sobre el tema a infor-
mar. B) El método aplicado en la elaboracion del dictamen. C) Las condiciones

18.  https://es.wikipedia.org/wiki/Ingenier%C3%ADa_de_instrucciones

19. Al respecto, hay que tener en cuenta que existen los conocidos como prompts Al gene-
rators (entre otros, PromptStorm y PromptBase), que de manera automatizada facili-
tan la generacién de prompts efectivos y adecuados para estructurar y optimizar la
interaccion con los sistemas algoritmicos. De ahi que, también a la hora de que el
juzgador proceda a valorar la prueba pericial algoritmica, serd determinante no solo
conocer los prompts que se hayan utilizado en el caso concreto para dar las 6rdenes y
fijar el marco de la actuacién de la IA, sino también saber si, en su caso, esas érdenes
han sido creadas por una persona o de forma automatizada a través del uso de un
algoritmo. Y es que, en este segundo caso, serfa necesario que el juez pudiera conocer,
a su vez, cudles han sido los prompts que se han suministrado al algoritmo que haya
elaborado los prompts que sean usados por el sistema algoritmico que realice la acti-
vidad pericial.
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de observacion o reconocimiento. D) La vinculacién del perito con las partes. E)
La proximidad en el tiempo y el cardcter detallado del dictamen con respecto al
hecho objeto de pericia. F) El criterio de la mayoria coincidente. G) EI examen del
propio informe técnico, teniendo en cuenta su coherencia interna, si incurre en
contradicciones, si justifica sus conclusiones, si cuenta con omisiones manifiestas,
si es congruente con las peticiones que le fueron formuladas, si es inteligible. H)
Existen supuestos en los que el hecho u objeto del proceso es tan evidente, que hiere
los sentidos (“res ipsa loquitur”, los hechos hablan por si mismos)»*°. De manera
que dentro de las «condiciones de observacién o reconocimiento» se pueden
incluir todas las circunstancias concurrentes en la situacion, cosa o persona
que vaya a ser objeto de la actividad pericial de la IA.

En conclusién, hay que considerar que la explicitacion de las premisas
concurrentes en la actividad pericial desarrollada por la IA resulta una exi-
gencia ineludible del informe, dictamen u opinién cientifica emitida por el
sistema algoritmico, por constituir uno de los elementos esenciales sobre
los que el juzgador puede articular su criterio de valoracién del resultado
de la prueba pericial algoritmica.

(i) Enrelacion con el &mbito del método.

En cuanto al método que usa el algoritmo para llegar a las conclusio-
nes o predicciones que alcance se han planteado en los primeros estudios
sobre el funcionamiento de la IA en el &mbito del Derecho innumerables
digresiones sobre el alcance de la oscuridad o falta de transparencia de
los algoritmos, en particular en los casos de machine learning o deep lear-
ning?'. En este sentido ha sido argumento recurrente el empleo de la idea

20. Cfr. Sentencia de la Audiencia Provincial de A Corufia de 9 de marzo de 2016.

21. Como ponen de manifiesto los técnicos en los sistemas de aprendizaje profundo
(«deep learning») es probable que el sistema aprenda por si mismo y que a partir de
datos aparentemente neutros pueda llegar a inducir un determinado sesgo. El ejem-
plo paradigmatico que se suele utilizar para ilustrar esta capacidad es el siguiente: la
realizaciéon de una prediccién sobre la probabilidad de impagos futuros a la hora de
conceder o no un préstamo hipotecario en la que no se introduce la raza del solici-
tante de la hipoteca, pero el algoritmo induce o deduce a partir de otros datos como
pueden ser el lugar dénde vive el solicitante, sus ingresos econémicos y su concreta
distribucién, etc. Ello, no obstante, hay que seguir defendiendo que, a pesar de que
los algoritmos de machine learning puedan producir sesgos no buscados de propédsito
a la hora de introducir la informacién con la que se ha entrenado su aprendizaje, en
todo caso habréa que establecer mecanismos de control y supervisiéon para verificar
que los datos que se suministren no sean ya desde su propia naturaleza sesgados.
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de las «black boxes» de los algoritmos como argumento para descalificar,
o al menos intentar limitar, su uso en los procedimientos jurisdicciona-
les?>. En innumerables trabajos, sobre todo en los momentos iniciales de
hace unos afios, se exigia la necesidad de conocer cémo funcionaba inter-
namente la IA, para lo cual se requeria el acceso al c6digo fuente del
algoritmo? con toda la problematica que ello suponia, no solo desde el
punto de vista técnico, sino también desde el punto de vista juridico por
la necesidad de proteger el secreto, la propiedad intelectual*, la confi-

22.  «The fact that machine-learning Al learns on its own, translating inputs to outputs in ways
that are unintuitive to humans, highlights an essential tension: Al may gain its accuracy
through some lack of transparency. Deployed carelessly in contexts where transparency mat-
ters, such tools may challenge our fundamental need to know, explain, and ensure fairness.
Without knowing how an Al tool creates its information outputs, we might not be able to
provide the explanations that those affected by these outputs need or deserve. Furthermore,
it may be impossible to ensure that the Al tool has not perpetuated unwanted or unlawful
biases from its input data» (Cfr. ]. WARD, «From judicature: 10 things Judges should
know about Al» en Bolch Judicial Institute. Duke Law, https:/ /judicialstudies.duke.
edu/2019/04/10-things-judges-should-know-about-ai/).

23. Hay que tener en cuenta en relacién con el c6digo del algoritmo que el Reglamento
(UE) 2024/1689 sobre IA en su articulo 2.12 prevé expresamente que «El presente
Reglamento no se aplicard a los sistemas de IA divulgados con arreglo a licencias libres y
de cédigo abierto, a menos que se introduzcan en el mercado o se pongan en servicio como
sistemas de IA de alto riesgo o como sistemas de IA que entren en el dmbito de aplicacion del
articulo 5 o del articulo 50».

24. En Espafa la Sentencia del Juzgado Central de lo Contencioso-Administrativo
nidmero 8, de 30 de diciembre de 2021 (procedimiento ordinario 18/2019) y la
de la Sala de lo Contencioso-Administrativo de la Audiencia Nacional (Seccién
7.%) de 30 de abril de 2024 (recurso de apelacién 118/2022) en el asunto del sis-
tema informatico BOSCO (para la determinacién de las personas solicitantes del
bono social eléctrico que tienen derecho a su percepcién) han denegado de for-
ma reiterada el acceso al c6digo fuente de la aplicacién informaética por razones
de proteccién del derecho a la propiedad intelectual. Sin embargo, esta posicién
se ha matizado por la Sala Tercera del Tribunal Supremo cuando ha sefialado
«Surge asi, con motivo de la actividad administrativa automatizada, el llamado principio
de “transparencia algoritmica”, que impone a las Administraciones piiblicas obligacio-
nes de informacion piiblica para facilitar el acceso de los ciudadanos, en mayor o menor
medida, a las caracteristicas fundamentales de los algoritmos empleados en la toma de
decisiones o su cédigo fuente, como una manifestacion del principio de transparencia,
consagrado constitucionalmente (articulo 105.b) de la CE)» (Sentencia del Tribunal
Supremo de 11 de septiembre de 2025 (Sala de lo Contencioso-Administrativo, sec-
cién tercera, nium. 1119/2025) Ver sobre este caso Bosco el anélisis de A. HUERGO
LORA, «Por qué aciertan las sentencias sobre el “algoritmo” del bono social eléc-
trico» en Almacén de Derecho, 10 mayo 2024 (https://almacendederecho.org/
por-que-aciertan-las-sentencias-sobre-el-algoritmo-del-bono-social-electrico).
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dencialidad y el know how empresarial® en el disefio e implementacién
de los sistemas de IA*.

Sin embargo, en la actualidad el enfoque debe cambiar y debe centrar
el foco, no en el funcionamiento interno del algoritmo?, sino en el cono-
cimiento de los datos de entrada y de los datos de salida. Lo que supone,
de una parte, conocer los datos de entrenamiento del algoritmo, asi como
las circunstancias facticas del caso concreto respecto de las que se quiera
obtener la pericial algoritmica, y, de otra parte, conocer las conclusiones o
predicciones que haga la IA en el desarrollo de su actividad.

Al respecto, hay que tener presente que el nuevo Reglamento (UE)
2024/1689 sobre IA? reconoce en el Considerando 133 la necesidad de
transparencia en el uso de la IA%.

25.  Ver sobre esta cuestion la STJUE 7 diciembre 2023, SCHUFA Holding AG (C-634/21).

26. Respecto al levantamiento del secreto sobre el funcionamiento interno del sistema
algoritmico VARELA GOMEZ sefiala que «110 se nos oculta sin embargo la dificultad de
esta exigencia, primero porque es sabido que en sus formas mds avanzadas o futuras ni siquiera
los programadores podrin explicarnos cudl ha sido el camino mediante el cual se ha llegado a la
conclusion, y por otro lado, porque se trata de cuestiones amparadas por el secreto o la propie-
dad intelectual e industrial, que ademds tienen un altisimo valor econémico. De esta manera
la exigencia de transparencia puede devenir en casi imposible» (Cfr. «Inteligencia artificial
y decisién del conflicto judicial: una primera aproximacion» en Inteligencia artificial
y proceso penal: un reto para la Justicia, Castillejo Manzanares y Noya Ferreiro [dir.],
Aranzadi, Cizur Menor, 2023, pag. 308).

27.  En este sentido, como sefiala JULIA-PIJOAN «muchas veces los propios expertos en el
disefio del sistema o en la materia correspondiente son incapaces de explicar como el sistema
funciona o qué partes son esenciales. Ello es asi, porque el algoritmo no es un objeto, sino que
estd configurado por un conjunto de relaciones, que son dificilmente convertibles en algo trans-
parente y entendible. No se requiere 1inicamente ver qué hay en esa caja negra, sino cémo fun-
ciona (las relaciones que opera). Debemos entender el instrumento como un sistema. Se puede
mirar dentro de ellos, pero ello no agotard el conocimiento sobre lo que son. Por consiguiente,
no deberiamos desatender que lo que interesa en la funcion jurisdiccional no es una respuesta
genérica sobre el funcionamiento del sistema, sino cémo ha funcionado en un determinado
caso» (Cfr. M. JULIA-PIJOAN, La computarizacion del Derecho, a partir del proceso y de los
procedimientos judiciales, Dykinson, Madrid, 2024, pag. 89).

28. Para una aproximacion al contenido y alcance del Reglamento (UE) sobre la IA ver
BARRIO ANDRES, M. «El Reglamento de la IA de la Unién Europea: el gobierno demo-
cratico de la inteligencia artificial» en Inteligencia artificial y proteccion de datos: desafios en
la era digital, Febles Pozo y Nieto Rojas (dir.), Colex, A Corufia, 2025, pags. 19-40.

29. «Las obligaciones impuestas a los proveedores y a los responsables del desplieque de determina-
dos sistemas de IA en el presente Reglamento destinadas a permitir que se detecte y divulgue
que los resultados de dichos sistemas han sido generados o manipulados de manera artificial
resultan especialmente pertinentes...».

623



NUEVOS RETOS EN EL USO DE LA INFORMACION Y LOS DATOS EN LOS PROCESOS...

Esta necesidad de transparencia se refuerza en los casos de sistemas de
alto riesgo del articulo 6 del Reglamento (UE) sobre IA*. Y en este sentido
no debe perderse de vista que el apartado 2 Anexo III 8 a) recoge dentro de
los sistemas de alto riesgo aquellos «Sistemas de 1A destinados a ser utilizados
por una autoridad judicial, o en su nombre, para ayudar a una autoridad judicial
en la investigacion e interpretacion de hechos y de la ley, asi como en la garantia
del cumplimiento del Derecho a un conjunto concreto de hechos, o a ser utilizados
de forma similar en una resolucioén alternativa de litigios».

De manera que, por tanto, un sistema algoritmico que sea usado para
el desarrollo de una pericial algoritmica serd considerado un sistema de
alto riesgo a los efectos de la previsién del articulo 6 del Reglamento (UE)
2024 /1689 sobre IA. Pues no hay duda, de que en estos casos el uso de la
IA servira para ayudar al juez a interpretar los hechos, aportiandole una
opinién cientifica sobre la causa de un hecho o una prediccién sobre la
evolucion y desarrollo de una situacién.

En este sentido, dentro de este &mbito de la metodologia con la que
actta la IA para el desarrollo de una funcién pericial es preciso que se
pueda constatar y comprobar el cumplimiento de las exigencias en cuan-
to a datos y gobernanza de datos que se contienen en el articulo 10 del
Reglamento (UE) sobre IA. Puesto que es imprescindible para una adecua-
da valoracion judicial del resultado de la pericial algoritmica que se pueda
verificar que los datos de entrada y de entrenamiento del algoritmo retinen
las exigencias previstas en dicho precepto.

En particular, el conjunto de datos de entrenamiento, validacién y
prueba habran de estar sometidos a précticas de gobernanza y gestion de
datos adecuados para la finalidad previstas del sistema de IA de alto ries-
go, que en el caso que nos interesa serd «ayudar a una autoridad judicial en
la investigacion e interpretacion de hechos y de la ley, asi como en la garantia del
cumplimiento del Derecho a un conjunto concreto de hechos». Lo que implica
que, en concreto, en el informe pericial que realice la IA deberd indicarse,
al menos, las siguientes exigencias de las contenidas en el articulo 10.2 del
Reglamento (UE) sobre IA: a) los procesos de recogida de datos y el origen

30. Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo, de 13 de junio de
2024, por el que se establecen normas armonizadas en materia de inteligencia artifi-
cial y por el que se modifican los Reglamentos (CE) n.” 300/2008, (UE) n.° 167/2013,
(UE) n.° 168/2013, (UE) 2018/858, (UE) 2018/1139 y (UE) 2019/2144 y las Directivas
2014/90/UE, (UE) 2016/797 y (UE) 2020/1828 (Reglamento de Inteligencia Artificial).
«DOUE» ntim. 1689, de 12 de julio de 2024.
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de los datos y, en el caso de los datos personales, la finalidad original de la
recogida de datos; b) la formulacioén de supuestos, en particular en lo que
respecta a la informacion que se supone que miden y representan los datos;
¢) una evaluacién de la disponibilidad, la cantidad y la adecuacién de los
conjuntos de datos necesarios; d) un examen de los posibles sesgos; e) la
deteccién de lagunas o deficiencias pertinentes en los datos que impidan el
cumplimiento del presente Reglamento, y la forma de subsanarlas.

Sin lugar a duda, desde el punto de vista de la valoracién probatoria de
las pericias realizadas a través de IA el examen de los posibles sesgos en
los datos de entrenamiento es uno de los elementos esenciales para que se
pueda realizar una racional valoracion de la prueba algoritmica®. Y es que
la eventual existencia de sesgos en los datos de entrada o de entrenamiento
del algoritmo va a determinar que las conclusiones a las que se lleguen
en el funcionamiento de la IA estén lastradas por esos mismos sesgos*y,
en consecuencia, su valor probatorio sera claramente reducido o incluso
podria llegar a desaparecer totalmente, atendiendo a la gravedad de los
sesgos en los que pueda haber incurrido.

Al respecto, el Reglamento (UE) sobre IA prevé expresamente que el
examen de los posibles sesgos de los datos de entrada, entrenamiento, vali-
dacién y prueba debe buscar en particular aquellos sesgos «que puedan afec-
tar a la salud y la sequridad de las personas, afectar negativamente a los derechos
fundamentales o dar lugar a alguin tipo de discriminacién prohibida por el Derecho

31. Buena prueba de la importancia que tiene la evitacién de sesgos en los datos de entre-
namiento o de entrada de las periciales desarrolladas a través de IA es que el articulo
10.5 del Reglamento (UE) sobre IA prevé expresamente que «En la medida en que sea
estrictamente necesario para garantizar la deteccion y correccion de los sesgos asociados a
los sistemas de IA de alto riesgo, de conformidad con lo dispuesto en el apartado 2, letras f)
y g) del presente articulo, los proveedores de dichos sistemas podrdn tratar excepcionalmente
las categorias especiales de datos personales, siempre que ofrezcan las garantias adecuadas en
relacion con los derechos y las libertades fundamentales de las personas fisicas». Es decir, para
la deteccién y correccién de posibles sesgos se habilita de forma excepcional a los pro-
veedores de sistemas de IA de alto riesgo al tratamiento de categorias especiales de
datos personales, siempre de acuerdo con las exigencias y requisitos previstos en los
Reglamentos (UE) 2016/679 y (UE) 2018/1725 y la Directiva (UE) 2016 /680, ofrecien-
do garantias adecuadas y suficientes para la proteccién de los derechos y libertades
fundamentales de las personas fisicas.

32. Sobre la relevancia de los sesgos se puede ver, entre otros, N. BELLOSO MARTIN,
«La problematica de los sesgos algoritmicos (con especial referencia a los de género).
¢hacia un derecho a la proteccion contra los sesgos?» en Inteligencia Artificial y Filosofia
del Derecho, F. Llano Alonso (dir.), Laborum, 2022, pag. 45-78.
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de la Unién» (articulo 10.2 f). Por ello, en el caso de que pueda existir algtin
sesgo en relacion con los datos de entrada y de entrenamiento de una peri-
cial algoritmica, esto es, dentro de un sistema de IA de alto riesgo, parece
evidente que se podrédn afectar negativamente derechos fundamentales de
las personas, y en concreto el derecho a la tutela judicial efectiva, toda vez
que el juez estara recibiendo una prueba pericial elaborada por un IA que
contenga una prediccién o una explicacién de una situaciéon pasada que
pueda estar sesgada. De ahi que el propio Reglamento europeo prevea que
también se indiquen las «medidas adecuadas para detectar, prevenir y mitigar
posibles sesgos detectados». Lo que implica que para permitir una adecuada
valoracién de la prueba pericial realizada por IA sera preciso no solo que
se identifiquen los posibles sesgos de los datos de entrada y de los datos
de entrenamiento, sino también que el propio algoritmo en su disefio tenga
medidas adecuadas para detectar, prevenir y mitigar esos posibles sesgos
que se detecten «especialmente cuando las salidas de datos influyan en las infor-
maciones de entrada de futuras operaciones».

Otro de los elementos que deben constar en la pericia algoritmica para
poder permitir una adecuada y racional valoracion de la prueba por el juez
se encuentra en las exigencias que expresamente recoge el Reglamento
(UE) 2024 /1689 sobre IA en relacién con los conjuntos de datos de entrena-
miento, validacién y prueba.

33. No se debe perder de vista que el resultado de la pericial algoritmica es probable, por
no decir que es seguro, que condicione ulteriores pericias que puedan desarrollarse
sobre unos hechos o materia similar. Es decir, los datos de salida de la actividad de
la IA, esto es las conclusiones de la pericia algoritmica, podran ser usados, o mejor
dicho, con casi toda seguridad, serdn empleados para el futuro entrenamiento del
algoritmo, y por eso es imprescindible que en el desarrollo de la actividad algoritmica
existan controles para detectar, prevenir o mitigar los posibles sesgos de los datos de
entrada, asi como los posibles sesgos que existan en los datos de salida. La existencia
de estos controles o medidas de deteccion serd un elemento importante que habra
de tener en cuenta el juzgador a la hora de valorar el resultado de la prueba pericial
algoritmica que se presente en un proceso. Por ejemplo, en una autopsia realizada
por IA a la que se le suministran todos los datos del examen y analisis del cuerpo
para que una vez tratados identifique la posible causa de la muerte, es decir, exprese
una opinion cientifica sobre la causa que determiné la muerte de esa persona, resulta
evidente que si el algoritmo no tiene medidas para la deteccién de los datos sesgados
con los que se entrena (datos de otras autopsias que incluyan las conclusiones que se
hubiesen alcanzado sobre la causa de la muerte) o para los datos sesgados de entrada
(datos y circunstancias del caso concreto en que va a actuar la IA), es probable que las
conclusiones sobre la causa o causas de la muerte estén condicionadas y sesgadas por
lo que su valoracién como prueba deberd decaer o cuando menos minusvalorarse.
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En concreto se exige en los niimeros 3 y 4 del articulo 10 que esos con-
juntos de datos: a) sean pertinentes, suficientemente representativos y, en
la mayor medida posible, que carezcan de errores y sean completos en vis-
ta de la finalidad prevista para el modelo de IA; b) tengan en cuenta, en la
medida necesaria para la finalidad prevista, las caracteristicas o elemen-
tos particulares del entorno geografico, contextual, conductual o funcional
especifico en el que estd previsto que se utilice ese concreto sistema de IA
de alto riesgo.

Ambas exigencias son claves en orden a la valoracién de la pericial
realizada por una IA. Pues hay que tener en cuenta que si el conjunto de
datos de entrada en el algoritmo no retine las caracteristicas exigidas por el
Reglamento (UE) sobre IA el juez podra apreciar en relacién con el &mbito
del método la existencia de elementos que priven o minusvaloren el resul-
tado probatorio alcanzado por la IA.

Asi que, si el conjunto de datos de entrada y entrenamiento no es perti-
nente*, no es suficientemente representativo™®, tiene errores® o no resulta
completo para la finalidad perseguida®, la consecuencia sera que la predic-

34. La pertinencia debe interpretarse como la relacién del conjunto de datos con lo que
constituya el objeto de la actividad pericial que se desarrolle a través de la IA. A modo
de ejemplo, si la pericia tiene por objeto determinar la causa del derrumbe de un edi-
ficio, no serdn pertinentes los datos de entrenamiento o de entrada que se refieran a
los contratos de arrendamiento de inmuebles de un determinado pais. Sin embargo,
este mismo ejemplo demuestra que en relacién con la actividad de la IA no siempre
resulta facil determinar si los datos de entrenamiento son o no pertinentes en relacién
con la actividad de algoritmo. Pues, en el ejemplo podria considerarse que los datos
sobre arrendamientos podrian de alguna manera tener una conexion, siquiera indi-
recta, con el analisis de la posible causa del derrumbe que se esté analizando por la IA
(por ejemplo, si se considerase que la actuacién de los arrendatarios de un inmueble
puede, de alguna manera, condicionar o contribuir al colapso de un edificio).

35. Siel conjunto de datos de entrenamiento o de entrada no es lo suficientemente repre-
sentativo las conclusiones que se extraigan por el algoritmo veran reducida su valo-
racion en la apreciacién del juzgador. El problema se encuentra sin duda en cémo
determinar y dar contenido a ese concepto juridico indeterminado de la «suficiencia
representativa» de los datos de entrada en el modelo algoritmico.

36. Los errores en los datos de entrenamiento o de entrada condicionan directamente las
conclusiones a las que pueda llegar la IA, no solo en cuanto que pueda verse reducido
notablemente su valor probatorio, sino que incluso puede llegar a excluir cualquier valor
como prueba en los casos en los que los errores sean especialmente graves y relevantes.

37. Esta exigencia de completitud del conjunto de datos de entrenamiento y de entrada en
relacion con la finalidad perseguida con el modelo de IA de alto riesgo, si bien es un
elemento que el juez puede utilizar para la fundamentacién de su apreciacion sobre el
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cién o la explicacién dada por el algoritmo tendra un menor valor probato-
rio que aquellos resultados de un modelo de IA cuyo conjunto de datos de
entrada y entrenamiento no tenga alguna de esas carencias.

Por otra parte, en el articulo 10.4 del Reglamento (UE) 2024 /1689 sobre
IA se encuentra un criterio especifico para la valoracién de esta clase de
prueba por parte del juzgador®: la necesidad de especificidad de los datos
de entrenamiento y de entrada en relacién con las caracteristicas o elemen-
tos particulares del objeto de la pericial que se desarrolle a través de la IA.

Esta especificidad impone que el conjunto de datos de entrenamiento y
de entrada que se suministren al algoritmo recojan especificamente las par-
ticularidades del entorno geogréfico, del contexto, de la conducta o de la
funcién en la que se va a utilizar el sistema de IA de alto riesgo. Esto supo-
ne, desde el punto de vista del examen del método de la pericial algoritmi-
ca, que el juez, en la valoracién de la prueba, debera verificar la mayor o
menor especificidad de los datos manejados para otorgar un determinado
valor a esa concreta pericial algoritmica, en particular cuando el juzgador
pueda encontrarse con dos pericias de opinién cientifica contradictorias o
simplemente diversas realizadas a través de IA¥.

valor de la prueba pericial algoritmica, en la practica va a ser dificil aquilatar cudndo
se ha cumplido o no en relacién con una concreta finalidad de la pericia a través de
IA. Puesto que, en definitiva, esta idea del cardcter completo de los datos en relacién
con la finalidad perseguida con el modelo de IA de alto riesgo aparece directamente
condicionada por el criterio de la suficiencia representativa de los datos. De manera
que cuando los datos de entrenamiento y de entrada sean suficientemente represen-
tativos para que las conclusiones alcanzadas por la IA en esa actividad de opinién
cientifica o técnica que es la esencia de la pericia, en principio, habra de considerarse
que el conjunto de datos serd completo para la finalidad perseguida con la pericia
algoritmica, por cuanto el algoritmo habra tenido datos de entrenamiento y de entra-
da suficientes para alcanzar la finalidad que se le ha asignado.

38.  «Los conjuntos de datos tendrdin en cuenta, en la medida necesaria para la finalidad prevista,
las caracteristicas o elementos particulares del entorno geogrdfico, contextual, conductual o
funcional especifico en el que estd previsto que se utilice el sistema de IA de alto riesgo».

39. En estos casos, en los que dos IA hayan llegado a conclusiones diversas o incluso
contrarias, el juzgador, para apreciar de forma racional el valor de la prueba pericial
algoritmica, debera atender, entre otros argumentos, al grado de especificidad de los
datos de entrenamiento y de entrada. De manera que, cuando el juez constate que
una de las periciales realizadas presenta mayor especificidad, atendido el objeto de la
pericia, en los datos manejados para su entrenamiento y, sobre todo, en los datos de
entrada del caso en concreto, esto es, en las circunstancias concurrentes en la situacién
que se intenta explicar o en la predicciéon de futuro que se solicita, es evidente que le
otorgara mayor eficacia probatoria.
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Por otro lado, para una adecuada valoracién de la prueba pericial por
parte del juez es preciso que en relacién con el método cientifico o técnico
empleado por el algoritmo se expresen en el informe u opinién que realice
la IA las concretas caracteristicas de la metodologia usada®.

La exigencia de este requisito de explicitacién del concreto método, téc-
nica o procedimiento que resulta aplicado por la IA es una cuestién que se
vincula con la necesaria transparencia del algoritmo*!, o mejor dicho con
la ineludible transparencia que debe presidir la explicacién del resultado o
conclusiones alcanzadas por el sistema de A%

En este sentido, hay que tener presente que la necesaria transparencia
del algoritmo y de su funcionamiento se encarga en el Reglamento (UE)
sobre IA a las instrucciones de uso del sistema de IA de alto riesgo®. A
efectos de lograr una adecuada transparencia sobre el funcionamiento
del algoritmo, que permita la valoraciéon de la prueba pericial algoritmica
cuando el juez se encuentre con dos 0 més actuaciones periciales desarro-

40. A modo de ejemplo si se utilizase un sistema de IA de alto riesgo para determinar si
una determinada persona tiene alguna enfermedad mental a través del andlisis de
los sintomas concurrentes sera preciso que en el informe que se realice por la IA se
indique qué version de la DSM (Diagnostic and Statistical Manual of Mental Disorders)
se ha aplicado. Pues, es claro que no tendréa el mismo valor probatorio una pericia
realizada conforme a la DSM 4, que una que se haya realizado segtin lo previsto en la
DSM 5-TR que es la tltima publicada. En el sentido, de que el empleo por parte de la
IA de una metodologia de anélisis que no sea la tiltima existente puede determinar en
la conviccion del juez en el momento de la apreciaciéon de la prueba un menor valor
probatorio.

41. Como establece el articulo 31.1 del Reglamento (UE) 2024 /1689 sobre IA «Los sistemas
de IA de alto riesgo se disefiarin y desarrollardn de un modo que se garantice que funcionan
con un nivel de transparencia suficiente para que los responsables del despliegue interpreten y
usen correctamente sus resultados de salida».

42. Segun la norma ISO/IEC 22989: 2022 «La explicabilidad es la propiedad de un sistema de
IA que significa que los factores importantes que influyen en una decision pueden expresarse
de forma comprensible para los humanos». La propia norma ISO/IEC 22989: 2022 destaca
la trascendencia de la explicabilidad cuando sefala que «puede ser especialmente impor-
tante cuando las decisiones tomadas por un sistema de IA afectan a uno o varios humanos.
Los humanos tienden a desconfiar de una decision a menos que comprendan cémo se tomo,
especialmente si la decision les resulta adversa a nivel personal (...) La explicabilidad también
puede ser un medio 1itil para validar el sistema de IA, incluso cuando las decisiones no afectan
directamente a los humanos».

43.  «Los sistemas de IA de alto riesgo irdn acompafiados de las instrucciones de uso correspon-
dientes en un formato digital o de otro tipo adecuado, las cuales incluirdn informacién concisa,
completa, correcta y clara que sea pertinente, accesible y comprensible para los responsables del
despliegue» (articulo 13.2).
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lladas con IA, resultan especialmente trascendentes dos de los contenidos
que tienen que recogerse de forma necesaria en las instrucciones de uso de
la TA. De un lado, como prevé el nimero VI del articulo 10.3 las «especifica-
ciones relativas a los datos de entrada, o cualquier otra informacion pertinente en
relacion con los conjuntos de datos de entrenamiento, validacion y prueba usados,
teniendo en cuenta la finalidad prevista del sistema de IA de alto riesgo», y de
otro lado, conforme a lo establecido en el nimero VII de ese mismo apar-
tado, la «informacion que permita a los responsables del despliegue interpretar los
resultados de salida del sistema de IA de alto riesgo y utilizarla adecuadamente».

De manera que a la hora de valorar pruebas periciales llevadas a cabo
con IA el juez deberéa tener en cuenta como instrumento de suma utilidad
en relacion con los datos de entrada todas las especificaciones e indicacio-
nes que se contengan en las instrucciones de uso de la IA sobre el conjunto
de datos de entrenamiento, validacion y prueba que se hayan usado en esa
IA en atencién a la finalidad de ese sistema de IA de alto riesgo.

En este sentido, la exigencia de transparencia del algoritmo se extien-
de a los datos de entrada, esencialmente a los de entrenamiento, lo que
constituye un elemento capital para que el juez pueda decidir ante dos
predicciones de futuro o ante dos explicaciones de una situacién pasada
que resulten diferentes, o incluso contradictorias, cuél de ellas tiene mayor
valor probatorio y resulta mds verosimil en su prediccioén o explicacion.

Por otro lado, desde el punto de vista de los datos de salida la exigencia
de transparencia obliga a que en las instrucciones de uso se contenga infor-
macién que permita interpretar los resultados de salida del sistema de IA
de alto riesgo y utilizarla adecuadamente. Esta exigencia de informacién
para la interpretacién de los resultados de salida del uso de la IA se va a
convertir en una pieza imprescindible para una adecuada valoracién de
la pericial algoritmica. Toda vez que esa informacién puede ser emplea-
da para la interpretacion de las conclusiones (resultados de salida) de la
pericia desarrollada con IA y el juez podra tenerla en cuenta de cara a la
apreciacion del valor probatorio que conceder a las distintas pericias algo-
ritmicas que se hayan aportado al proceso.

(iii) En relacion con el ambito de las conclusiones.

La valoracién de las periciales que se llevan a cabo a través de sistemas
de IA requiere desde el &mbito de las conclusiones que el juez proceda a
examinar si atendidas las premisas, en particular los prompts, los datos de

630



ESTUDIOS

En esta obra colectiva se ofrece un analisis transversal, multidisciplinar y actualizado sobre los
desafios que plantea el tratamiento de la informacion y los datos personales en los procesos
judiciales y en los procedimientos sancionadores. A través de una estructura organizada en
cuatro grandes bloques tematicos, se abordan los principales problemas que suscita el uso de
la informacién y los datos en contextos juridicos complejos, marcados por la transformacion
digital y la evolucion de los instrumentos tecnoldgicos.

La obra presta especial atencién a los limites juridicos en el uso de la informacion en el proceso
penal, incluyendo el respeto al derecho de defensa, la proteccion de la privacidad y el secreto
profesional. Asimismo, se analizan los retos que plantea el uso de la informacién y los datos
en otros ambitos procesales, vinculados con la contratacién administrativa, la responsabilidad
civil o la proteccién de datos en el entorno empresarial y financiero.

Este volumen constituye una herramienta esencial para juristas, investigadores y operadores
juridicos interesados en comprender las implicaciones juridicas del uso de la informacién y los
datos en el contexto procesal contemporaneo.
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